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Influencing Factors of Collective Efficacy in Small and Medium Enterprises:

An Exploratory Study Using the Structural Equation Model (SEM) Approach

Abstract Results
* o 900000 ; - =
D' S' Zhang How to improve team performance is one of the top concerns of business managers, which has prompted e T " Chl'Squa[e_465grﬁ?DEf2_§§g
. . scholars to study the factors influencing team performance. Previous studies have shown that collective effi- _ __'
Sup ervisor: Dr G : W' HO cacy is a strong predictor of team performance, which makes it a critical concept in business settings. Unfor- GFI=870 AGFI=.840

RMSEA=.063

tunately, most previous research on efficacy beliefs has focused on the consequences of collective efficacy,
while the antecedents of collective efficacy have not been well investigated. Therefore, this study aimed to
explore the factors that influence the collective efficacy of corporate employees. Based on previous research,

this study proposed a causal model of collective efficacy that included individual antecedents (self-efficacy,

and izational d (leadershij

effectiveness, previous team performance, team cohe-

PNV RTEAREBRRAZNEZRNSHAREREHRR
sion). Self-report measures were used to gauge the variables in the proposed model, and structural equation

s
EJ[X Jﬂa EE modeling (SEM) was used to test the model. The results showed that organizational antecedents play a key
role in predicting the collective efficacy of SME employees, while individual antecedents have a limited
{=} . VA

< . <7 impact on the collective efficacy o employees. Based on the results, a four-factor causal model was de-

TEE_F%UFH {E.IX}\%Tﬁ:t i he collective effi f SME 1 Based on th 1 four-fe 1 model d
veloped. The model provides managers with a framework through which they can effectively improve em-
ployees' collective efficacy, thereby building a harmonious corporate environment and improving team per-

formance.

Introduction
Research Background
« Key Variable: Collective Efficacy

* “A group’s shared belief in its conjoint capabilities to organize and execute the courses of action required

Abstract: How to improve team performance is one of the
top concerns of business managers, which has prompted
scholars to study the factors influencing team performance.
Previous studies have shown that collective efficacy is a
strong predictor of team performance, which makes it a

During the data analysis, it was evident that personal antecedents, including optimism and self-efficacy,

to produce given levels of attainments” (Bandura, 1997, p.477). had a weak and insignificant dircet effect on collective efficacy in the structural equation model. Therefore,
+ Collective efficacy has been proved to be a strong predictor of team performance.

+ Antecedents of Collective Efficacy: Personal & Organizational

they were removed with the inappropriate items from the revised model.

Measurement Model
+ Convergent Validity (Hair et al., 2010; Nunnally & Bernstein, 1994)
* Factor Loadings for all items were > 0.6, ranging from 0.625 to 0.925 (p < 0.001)

Optimism: “the extent to which people hold generalized favourable
expectancies for their future” (Carver et al., 2010, p. 879)

Personal Antecedents L« iof 3 Is abili B
" . . . Se"*"‘?“f.‘ the be.l’edf B ability to oreanize ‘:r‘,‘_'(i;‘“:‘e the « Composite Reliability (CR) > 0.8, ranging from 0.821 t0 0.952
course of action required to produce given attainments’ andura,
critical concept in business settings. Unfortunately, most oy produce g  Average Extracted Variance (AVE) > 0.5, ranging from 0,539 o 0.741

* Cronbach’s a > 0.8, ranging from 0.812 to 0.951

previous research on efficacy beliefs has focused on the
consequences of collective efficacy, while the antecedents
of collective efficacy have not been well investigated.
Therefore, this study aimed to explore the factors that

Leadership Effectiveness: “group members' perceptions of
the extent to which their group's leader provides task-
related guidance and social-emotional support to
subordinates” (Chen & Bliese, 2002, p. 549)

* Discriminant Validity (Hair et al., 2010)

* The square root of AVE for all constructs > their correlation coefficients with other constructs

Organizational Antecedents Structural Model

Previous Teamwork Performance

Model Fit Indexes ‘Model Value | Recommended Value ‘ Overall Model Fit
Absolute Fit Indexes

Team Cohesion: “the tendency of a team to unite in the

. . . pursuit of its goals regardless of difficulties and setbacks™
influence the collective efficacy of corporate employees. OVerma et al. 2012, 3 45) or 2070 e b
Based on previous research, this study proposed a causal Research Question G 0370 >g:g:gogt: 1:31} L
. N . . >0. oll et al., es
mOdel Of Collective efficacy that included indiVidUal Can these antecedents predict employees' collective efficacy well? SRME 0.046 <0.05 (Wu, 2010) Yeos
- RMSEA 0.063 <0.08 (McDonald & Ho, 2002) Yes
antecedents (self-efficacy, optimism) and organizational (80 el
NFI 0.918 >0.90 (Wu, 2010) Yes
antecedents (leadership effectiveness, previous team Personal - 7 CrL 0936 20.90 (Wu, 2010) Yeos
TLI 0.950 >0.90 (Wu, 2010) Yes
performance, team cohesion). Self-report measures were L e : —— IR W 20100 Yoo
- arsimony Adjusted Indexes
i i Collecti PNFI 0813 [ >0.50 (W, 2010) [y
used to gauge the variables in the proposed model, and , Tor foros oo aWes0l0 Mo

structural equation modeling (SEM) was used to test the
model. The results showed that organizational antecedents
play a key role in predicting the collective efficacy of small
and medium enterprise (SME) employees, while individual

Model Stability: Cross-validation

ATLI < 0.05; JACFI| < 0.01; p > 0.05 — the four-factor SEM has desired stability
Discussion

Previous
Teamwork
Performance

Organizational —

Contribution

antecedents have a limited impact on the collective efficacy of SME employees. Based on the results, a four-factor
causal model was developed. The model provides managers with a framework through which they can effectively
improve employees' collective efficacy, thereby building a harmonious corporate environment and improving team
performance.

BE: EAMERRE—THANEBKSEANHEEES, SHRIEBYTUERINERERNTE5R. mEiRs s
M—EHREWVEBERXONERZ—, B, ERWVHETMTHRERMEREESRENNIEN. AM, WEKSEK
ZRETEHRBE, WT HASFEEWRTHERMER X—XBEOBRZHAR. AMRERTI—HR=H, U
N R T OO0 BAREHA, ERIARRIEM ERE T X TERMERNEREE, ARBEWHRERE (SEM) BIET
ZIEENERE., ZRENEERS R TERYRERN PNV EBERM T —MESMER, BRTHIIFEERSA
Kee g FpNdl R RIESM,

Team
Cohesion

Hypothesis

There is no significant difference between the expected and sample covariance matrices.
o Method

Participants

Ordinary staff from Henan You-de Medical Equipment Co., Ltd (Henan) and Print-Rite
Co., Ltd (Zhuhai).

Total: 326 Valid: 272

Procedure

Informed Consent Form — Basic Personal Information — Scales

Data Analysis

* Descriptive Analysis (SPSS 21.0)

* Confirmatory Factor Analysis, Structural Equation Model (Amos 24.0)

Materials
Variable Scale Items| Author
Collective Efficacy Work-related Collective Efficacy Scale 20 | (Meng, 2001)
Self-efficacy Work-related Self-efficacy Scale 17 (Meng, 2001)
Optimism Optimism Personality Scale (OPS) 12 (Li, 2009)
L ip Ef s L ip Effectiveness Scale 9 | (zhang, 2009)
Previous Teamwork
Team Task Performance Measurement Scale 5 (Zhang, 2012)
Performance
Team Cohesion Team Cohesion Scale 12 | (Zhang, 2008)

* Establish an integrated model which offers theoretical support to study collective efficacy in business
settings.
* Provide a framework for SMEs managers, through which they can effectively enhance the collective

cfficacy of their employees to improve the teamwork performance.

Implication: for SME managers

* The key to improving employees' collective efficacy lies in the organization.

* Enterprises should attach great importance to training lower-level leaders.

Limitation

Only recruited participants from entity enterprises, which reduced external validity of the results.
Conclusion

* Personal factors, including optimism and self-efficacy, have limited effect on employees® collective
efficacy in small and medium enterprises.

* The analysis of the modified model (contains organizational antecedents only) supports the hypothesis.
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Abstract: Artificial Intelligence (Al) programs developed
for traders to trade automatically received significant
attention in both the financial industry and academia since
trader programs in the financial market have grown rapidly
in recent decades. However, many popular Al-based
program trading models experienced the “black box
effect,” where the model may produce excellent results for
trading but fail to explain why the model would behave in a
certain way. Genetic programming (GP), on the other
hand, can generate and optimize human-interpretable
rules and provide predictable model behavior, but many
studies have shown that the rules cannot generate an
excess return over the straightforward buy and hold
strategy. In this project, we designed a multi-agent-based
quantitative trading system that combines GP with
quantum finance. A GP-based trading agent in the
proposed system extracts trading rules from historical
financial data and yields trading signals based on the
rules learned. The quantum finance risk control agent
manages the risk involved in the investment and optimizes
using the genetic algorithm to adapt to different products
dynamically. Statistical results show the system can generate excess returns over the buy-and-hold trading
strategy at the Dow Jones Index from 2020 to 2021.

BE: EE?LE)’L‘T—E;E@%EFE%J:E'\]Eﬂ]%ﬁ%ﬁ%ﬁ%iﬂﬁ HEFATERE (artificial intelligence) WBEMRZREFS
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Abstract

Artificial Intelligence (AI) programs ped for traders to trade automatically received significant attention
in both the financial industry and academia since trader programs in the financial market have grown rapidly in
recent decades. However, many popular Al-based program trading models experienced a “black box effect,”

where the model may produce excellent results for trading but fail to explain how the model would behave in a
certain way. Genetic programming (GP), on the other hand, can generate human-interpretable rules and
predictable model behavior, but many studies have shown that the rules cannot generate an excess return over
the straightforward buy and hold strategy. In this project, we designed a multi-agent-based quantitative trading
system that combines GP with quantum finance. A GP-based trading agent in the proposed system extracts
trading rules from historical financial data and yields trading signals based on the rules learned. Also, the
quantum finance trading agent and quantum finance risk control agent are implemented to manage unseen
market crashes. Statistical results show the system can generate excess returns over buy-and-hold trading
strategies at the Dow Jones Industrial Average market crash caused by COVID-19 in 2020.

Keywords: genetic programming; quantum finance; multi-agent-based trading system; discovering trading
rules; quantitative trading; risk control

Introduction

Genetic programming (GP) is an evolutionary algorithm with reasonable interpretability [1]. Unlike training or
optimizing uninterpretable parameters in many machine learning and deep learning models, GP randomly
generates human interpretable rules and optimizes the rule using genetic operators, including natural selection,
crossover, and mutation, according to a fitness metric. Therefore, employing GP in the financial market to
extract interpretable trading rules instead of leaving a single output with numerous incomprehensible
parameters has more potential for being adopted by traders and provides insights into the financial market.
However, studies presented in [2][3][4] show that the extracted rules using GP are hard to outperform the
simpler buy-and-hold trading strategy, where traders purchase the product on the first day and keep it since
then. One of the possible explanations for the phenomenon is that GP models tend to make risky decisions
‘when the current market trend is not seen during training, like the market crash in the United States due to
COVID-19 in 2020.

To minimize the risk in an investment, we need a way to measure whether the price drop belongs to daily
oscillation or a severe market event. Quantum price levels (QPLs), similar to Fibonacci retracement in technical
analysis, locate the support and resistance levels. However, using Fibonacci retracement to locate the support
and resistance visually is prone to human error, and it can be difficult for computers. QPLs, on the other hand,
are derived from quantum finance theory, and the calculation is based on conversion, revision, and new
interpretation of quantum mechanical equations. By incorporating QPLs, we can find the resistance lines in the
current market and use these quantum price levels to signal a potential bearish market.

Methdology

Genetic algorithm

Genetic programming (GP) is an extension of genetic algorithms. Instead of encoding the parameters into a
chromosome, which is usually represented as a string. in genetic programming, the program is encoded into a
parse tree. A parse tree contains the syntactic structure of a string defined by some context-free grammar.

fermination criteria
satisfied?

No

Return the individual with the
highest fitness score
Figure 1: The Flow of Genetic Algorithm

Genetic programming

Genetic programming (GP) is an extension of genetic algorithms. Instead of encoding the parameters into a
chromosome, which is usually represented as a string. in genetic programming, the program is encoded into a
parse tree. A parse tree contains the syntactic structure of a string defined by some context-free grammar.

Ihenkle

Figure 2: Example of GP
GP models are optimized using the genetic algorithm, which includes applying genetic operators on a set of
parse trees using natural selection (fitness evaluation and discarding poorly performed individuals), crossover,
and mutation, over a given number of generations. Fitness evaluation, which is a part of natural selection, is
done by running the genetic programming model on a given problem and measuring its performance. The
algorithm then discards individuals with poor performance. In the reproduction phase, two random surviving
parse trees are selected to exchange part of their parse tree for every new parse tree (crossover). To introduce
gene diversity into the population, mutation replaces part of the parse tree with a newly grown subtree.

Quantum Price Levels

Similar to Fibonacci retracement in technical analysis, quantum price levels locate the support and resistance
levels according to historical market prices. According to Lee in [6], the price of a financial instrument is not only
a scalar value in classical finance but also the intrinsic energy it passesses since the price movement is belicved to
be a consequence of all participants’ action dynamics in the financial market. In that case, the energy levels
concept of an atom can be transformed to construct the idea of quantum finance energy levels (QFELs) that exist in
every financial market as invisible energy levels. Quantum finance particles (QFPs) will remain stable without
external stimuli such as financial events, index figure releases, and news. However, QFPs will “jump” to another
energy level (i.e., QPLs) once there is a significant stimulus. The market maker then absorbs this stimulus, and

QFPs will return to an equilibrium state at a new energy level, similar to energy levels in classical quantum

mechanics.
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|
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Figure 4: Daily oscillation on July 1, 2021 Figure 5: Major financial event on July 20, 2021

The Proposed System

In this study, we proposed the GP-QF trading system. In the system, GP generates trading rules from the training
set, and QF is responsible for managing the risk involved in the investment. Quantum. The system contains three
agents:
GP-based trading agent (GPBTA) extracts trading rules from training data by following the genetic algorithm
procedures. The trading rules learned are used to generate ternary trading signals consisting of buy, hold, or
sell at the start of every trading day.
Quantum finance risk control agent (QFRCA) monitors the minutely price on trading days. It will close a
position and disables GPBTA if the market price falls below a given warning quantum price level (QPL) for
one or more consecutive days (validation period), which indicates there are significant market events that
could result in a potential bearish market. Similarly, if the market moves towards a favorable trend, it will
enable GPBTA and QFTA. The agent’s parameters, including the warning QPL and the length of the
validation period, are optimized using the genetic algorithm.
Quantum finance trading agent (QFTA): on the day GPBTA is activated. It will open a position if GPBTA has
a position closed by QFRCA and GPBTA does not object (yield a sell signal). It will disable itself after
making the decision

GP-QF Trading System

Boker

Quantum Fisanee Risk
Control Agent

Figure 6: System architecutre
The system is trained in two stages. In the first stage, GPBTA is optimized to use trading rules that can generate a
higher return without the assistance of QFRCA. Then, in the second stage, every model uses the best-performing
GPBTA from the first stage. Each model has a different set of risk control parameters. Genetic algorithm is then
applied to the model to find the best-performing model with the goal of generating a higher return while minimizing

Results and Discussion

The models are trained based on historical financial data from 2012 to 2019. The testing period covers the first
trading day in 2020 to the last trading day in 2021. Experimental results on the test set showed that the GP-QF
model outperforms the simpler buy and hold, MA, MACD, and RSI trading strategy in the training and test set.
GP-QF trading system has significant improvements over GPBTA by correctly identifying the market crash period
and drastically reducing MDD from -35% to -17% and increasing the rate of return by 10%.

Model Retum MDD
GrQF Lans 01677

aruTA 12647 03479
Buy and Hold (B 03537 i
MA 12361 00890

MACD s 0105

RSt 12058 03579

Table 1: Model comparison (test set) Figure 7: Model comparison (test)

Conclusion

In this study, we proposed the GP-QF trading system. In the system, GP is employed to train on a set of randomly
generates trading rules and are optimized to generate revenue. QPLs are used to locate the resistance lines of the
current product and signal the system to handle potential crashes. By combining the two, we get a trading system
that concerns both profitability and risk.
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Abstract: Autonomous driving system is developing very
fast nowadays. Although specific algorithms for target
detection, location and trajectory planning have been
studied intensively, there is urgent needs to build a testbed
for autonomous driving systems to validate the proposed

Abstract

Autonomous driving system is developing very fast nowadays. Although specific algorithms for target detection,
location and trajectory planning have been studied intensively, there is urgent needs to build a testbed for autonomous

driving systems to validate the proposed algorithms with real hardwares and softwares.

In this project, we realized the basic functions of the autonomous driving system with a four wheel robot platform, and
illustrate the application of all kinds of algorithms involved. Firstly, we implemented the perception, planning and
control modules based on the open source Autoware framework, and validated the algorithms required for scene
recognition, path planning and vehicle control. Secondly, the system was deployed on the Lgsvl simulator to test
whether the system function works normally. After that, we deploye the whole system to the real testing platform
Autolabor_Prol, and use lidar, camera and other sensors to build the environment maps, and finally test the whole
autonomous driving system and functions in the real scenes. The results showed that we have successfully achieved all
the target functions, and the vehicle can drive automatically in the real scene. The platform is readily usable as a testbed
for future algorithm designs in autonomous driving technology.

Keywords: Autonomous driving system, Autoware, LGSVL, Robot Operating System, Locaiization, Perception,
Planning, Control

Introduction

From the perspective of the future development direction of the world industry, autonomous driving technology has
great potential in improving traffic safety and traffic efficiency, and will greatly change the future traffic mode. It is a
cutting-edge research hotspot in the field of intelligent transportation at present and in the future, and is regarded as a
new strategic highland by major developed countries in the world. In the national strategic action plan of Made in China
2025, China also clearly puts forward that "by 2025, China should master the overall technology and key technologies

of autonomous driving and basically complete the transformation and upgrading of the automobile industry"[4]

Now various vehicle manufacturers and driverless solution providers are emerging in endlessly. For example, Tesla,

Baidu Apollo, etc. are constantly promoting autonomous vehicles.

algorithms with real hardwares and softwares.

In this project, | realized the basic functions of the
autonomous driving system with a four wheel robot platform,
and illustrate the application of all kinds of algorithms
involved. Firstly, | implemented the perception, planning and
control modules based on the open source Autoware
framework, and validated the algorithms required for scene
recognition, path planning and vehicle control. Secondly, the
system was deployed on the Lgsvl simulator to test whether
the system function works normally. After that, | deploye the
whole system to the real testing platform Autolabor_Pro1,
and use lidar, camera and other sensors to build the
environment maps, and finally test the whole autonomous
driving system and functions in the real scenes. The results
showed that we have successfully achieved all the target
functions, and the vehicle can drive automatically in the real scene. The platform is readily usable as a testbed for
future algorithm designs in autonomous driving technology.
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Related Work

Robot operating system (ROS) is a general framework for robot software development. On a common platform,
developers can merge various software released by other developers and speed up development by reusing them. ROS
provides a rich variety of libraries and tools for robot software development. It uses a message passing mechanism

based on topic publishing and subscription in the inter module connection / cooperation framework.

Based on the open source software framework of autonomous driving based on ROS platform, autoware.ai. The source
code of autoware.ai is hosted in gitlab. The core capabilitics of Autoware system can be roughly divided into five
categorics, namely Sensing, Localization, Perception, Planning and Control. The interaction between these capabilitics
and the interaction between vehicles and the environment through multiple sensors realize autonomous driving. Similar
to Apollo, the nodes in cach module of Autoware run independently based on ROS. Each module node publishes and

subscribes to certain topics. Subseribed topics are used as data input and published topics are used as data output

Overall system framework

Sensing Computing Actuation

Perception Planning

8 Decision *

Figure | Autoware system framework

The core capabilitics of Autoware system can be roughly divided into five categories, namely Sensing, Localization,

Perception, Planning and Control. The between these il and the between vehicles and

the environment through multiple sensors realize autonomous driving. The nodes in each module of Autoware run
independently based on ROS. Each module node publishes and subscribes to certain topics. Subscribed topics are
used as data input and published topics are used as data output. Each module has different ROS nodes, as shown in
the figure below.
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Figure 2 Each module node of autoware
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Based on autoware system, I built the vehicle Sensing, Localization, Perception, Planning and Control module. This is

my system architecture, on which are the nodes in Autoware. Figure 3 shows all the nodes included in my sysiem
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Each module node publishes and subscribes (o certain topics. Subscribed topics are used as data input and published

topics are used as data output.

In the process of driving, the autonomous vehicle needs to provide its own accurate position on the lane for decision-
making and planning. Based on 3D high-precision map data and normal distribution trans formation (NDT) algorithm,
through the process of matching various types of sensors, such as GNSS, IMU, vehicle camera, lidar, etc.. with the

data in the high-precision map, we can accurately obtain our position in the current space

Figure 4 Point cloud map Figure 5 Located vehicle

‘The perception module is the link between the vehicle and the environment. It further processes the perceived

information by sensing the surrounding scene objectives and other i ion, so as to provide a basic

basis for planning. Representative methods include RONN, SSD and Yolo. Figure 26 is a visual result of object

detection using yolov3.

" O
N ))//

Figure 6 Object detection Flgurc 7 Autoware obstacle map

The autonomous driving decision planning module integrates the ion of the and the i

of the vehicle, determines the behavior and trajectory of the vehicle. and guides the control module to control the
vehicle. T will apply the A * algorithm based on graph search in avoiding obstacles. The control stack generates.
control signals to drive the vehicle to follow the vehicle dynamic trajectory. The control commands of tire angular
speed and linear speed are processed and issued based on the principle of pure pursuit algorithm. Tn Figures 7 to 10,

the green path in the visual interface is the path planned by the decision planning module.

Figure 8 Obstacle detection
In Figure 8 and Figure 9, we can see that other vehicles (obstacles) appear in front of the vehicle, which is visualized
as ared rectangle on the visualization interface. As the vehicle perception module detects the obstacles in front, the
planning module starts to re plan the path to bypass the obstacles in front. We can see that the green path in Figure 9
has changed. At this time, the car starts to tum to avoid the obstacles in front.

Figure 10 Demonstration vehicle driving on campus
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Abstract: Microplastics refer to plastic fragments with a
particle size of less than 5 millimeters, and they attract
scientists’ attention all over the world as an emerging
pollutant. Microplastics have a large specific surface area. It
has been proved that microplastics in the environment can
adsorb other pollutants such as heavy metals, and show a
synergistic toxic effect on the ecosystem. In this project, an
84-hours laboratory simulation experiment was conducted to
compare the adsorption of four heavy metals (Cu, Zn, Cd, Pb)
by three microplastics (PVC, PS, PP) in four single metal
solutions to a solution with the coexistence of four heavy 3
metals. The concentrations of metal ions remaining in the }\31‘5/_ z
solution were detected by ICP-MS. In both single metal
solutions and coexisting solution, the adsorption capacities of
the three types of microplastics were in an order of Pb > Cu >
Cd > Zn. PVC microplastics showed the highest adsorption
capacity while PS and PP shared a similar adsorption
tendency on the four selected metals. Rather than adsorption
happened all the time, desorption phenomenon can be
observed during the 84h period of time. For Cu, Zn and Cd, %—7“
the adsorption capacities of these three microplastics had a

slight increment after desorption. Pb was adsorbed more rapidly than the other three heavy metals. A surprise finding
was that, each microplastics showed a higher adsorption capacity to heavy metals in mono-metallic solutions than in
mixed metal solution, indicating that competition occurred among different heavy metal ions when they moved towards
the adsorption sites of microplastics.
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Introduction Results and Discussion

Microplastics Characterization of Microplastics

* Diameter < 5-mm .
Surface properties:

¢ PSand PP: Rough, ball-shape.
¢ PVC: Smooth, distinct edge and

« Large specific surface area, refractory degradation, wide migration range.

« Ability to adsorb other pollutants, ¢.g., heavy metals.

PN . — ¥ ——
sestsccontary i viegn . : s o

Deasty i .y ; Figure 2: These three graphs are SEM images of the microplastics surface morphology of pristine PS, PP and PVC.

iy S
¥ Zn,Ni, Cd etc.,

Adsorption Analysis of Microplastics
+ In Mono-metallic Solution + In Mixture

Environmental mtrix J— L PVC
+ Sediment " o

* More Cu, Zn, Cd and Pb can be
Figure 1: lustration showing interaction of metals with microplastics and their transfer / i . . L.
pathways into food chain in the environment (Kutralam-Muniasamy et al., 2021). " L 1 adsorbed by microplastics in mono-

- metallic solution than in mixture.

Research Significance o .

This illustrates that adsorption

Various researches have been conducted to find out the adsorption -

competition occurred among
mechanism between microplastcis and single heavy metal in aqueous. X

different heavy metals when they
However, few studies focus on the adsorption of heavy metals in single- . .

moved towards microplastics.
metal and multi-metal coexisting systems simultaneously. Since the nature

acts as a huge container holding lots of heavy metals, further study on the . .
*  When four metal ions coexist, they
adsorption behaviour in mixed metal solution is necessary to discover the . . L
have different affinity to active site
co-toxicity between these two kinds of pollutants on ecological health. . . . .
on microplastics, which determined

the adsorption order.
Aim
To discover the adsorption capacities between microplastics and heavy . ~—t7T - * Desorption phenomenon can be
metals in both single metal solution and mixed metal solution. sen| o o - observed in all situation, showing
T the instability of the adsorption
Objectives i ) ]
behavior of microplastics.
« To figure out adsorption, desorption and adsorption competition
Time, b
phenomena in this project.
) » ) Figure 3: (a) ~ () show the adsorption capacity variation of PVC, PS and PP within 84-h
« To figure out the adsorption capacities of the three types of studied
microplastics in different time.
« To figure out different adsorption capacities of microplastics to heavy Total Adsorption Capacity in Mixed-metallic Solution Because PP and PS microplastic particles have
metals between mono-metallic solutions and mixed metal solutions. similar surface their adsorption capacities are almost
the same. Pproperties (Figure 1 a and b), PVC has the
strongest adsorption capacity to heavy metals due to

Methodology the functional group (-Cl).

* Materials

. . PVC PS PP
Microplastics: Heavy metals: ~(CHy-CHCI)- (i (CiHo-

PVC, PS, PP Cu, Zn, Cd, Pb

. . . | H
* Specification: 300-pm * Chemical valance: +2 |
« 0.1000 g for cach sample + 1 ppm for cach sample - I I
« Experimental Procedure o Time, b
i NEaE Figure 4: The sum of the adsorption capacity of three microplastics to Figure 5: The molecular formula and monomer structure of
3 . Ay sk cach heavy metal in mixture. PVC, PS, and PP. Different functional groups influence polarity,
Wash and Weigh Prepare Metallic Determination v electrostatic force, ete.
Microplastics Solution by ICP-MS

Adsorption capacity, %

Shaking on
Subpackage Oscillator

(200r/min) Conclusion

Microplastics

Characterization
by SEM

*Collected samples at Oh, 12h, 24h,
36h, 48h, 54h, 60h, 72h, 84h
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The adsorption capacities of the three types of microplastics: Pb > Cu > Cd > Zn.
The adsorption capacity of PVC was the highest; while that of PS and PP are similar.
Each microplastic showed a higher adsorption capacity to heavy metals in mono-metallic solutions

than in mixed metal solutions, indicating that competition occurred among different heavy metal ions.
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Abstract: Due to insufficient or uneven illumination at night,
the captured images usually have low contrast, visibility and
suffer from poor human eyes observation and information
loss. The main purpose of nighttime image enhancement is to
improve image contrast and brightness. This paper analyses
the enhancement algorithms based on histogram
equalization, Retinex image processing, and some merged
algorithms. Furthermore, the advantages and disadvantages
of these algorithms are summarized. An algorithm called
WRCLAHE is proposed, which is based on wavelet transform,

histogram equalization, and Retinex, to avoid the problems of Smm  amg ] anLUUL 5
e L)(_cf\
detail loss, whitening, and noise being amplified after )_ > ;g LRSS

nighttime image enhancement. The method firstly denoises
the image with wavelet transform, then processes the
denoised image with adaptive histogram equalization and
Retinex, respectively, and finally fuses the processed image
with wavelet transform image fusion method based on region
characteristic measurement. Experimental results of
processing night images show that the visual effect of the
image enhanced by the algorithm is further enhanced, the
image has more detailed features, and the problem of image
halo is solved at the same time. In addition, the objective evaluation metrics of the WRCLAHE algorithm show a great
result of this method in image enhancement. Therefore, through our experiment, we conclude that the WRCLAHE
algorithm has a good effect on the color restoration and color fidelity of low-illumination images.
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Abstract

Due to insufficient or uneven illumination at night, the captured images usually have low contrast, visibility and
suffer from poor human eyes observation and information loss. The main purpose of nighttime image

enhancement is to improve image contrast and brightness. This paper analyses the enhancement algorithms

based on histogram equalization, Retinex, and their derivati i F the and

disad of these are An algorithm called WRCLAHE is proposed, which is based

on wavelet transform, histogram equalization, and Retinex, to avoid the problems of detail loss, whitening, and
noise being amplified after nighttime image enhancement. The method first denoises the image with wavelet
transform, then processes the denoised image with adaptive histogram equalization and Retinex, respectively,
and finally fuses the processed image with wavelet transform image fusion method based on region characteristic
measurement. Experimental results of processing night images show that the visual effect of the image enhanced
by the algorithm is further enhanced, the image has more detailed features, and the problem of image halo is
solved at the same time. In addition, the objective evaluation metrics of the WRCLAHE algorithm show a great
result of this method in image enhancement. Therefore, through our experiment, we conclude that the

‘WRCLAHE algorithm has a good effect on the color restoration and color fidelity of low-illumination images.

Introduction of Histogram Equalization

Basic steps of histogram equalization
*+ Calculate the gray histogram h(k) and the total number of pixels N
* Calculate the Cumulative Distribution Frequency of gray level

+ Restore image gmy:«.d]e values

III — ul I Ill

Original hl\mgram Histogram after equalization

BBHE DSIHE:
Brightness s Dualistic
Preserving AmeA mase  Sup-Image

Bi-Histogram
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Equaliztion

E

Histogram
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Equiiaion | Equalizati

Merge

Contrast Limited Adjust Histogram Equalization

* Partition
+ Adjust the gray histogram Cutting Ao AN
l gray histogram mumm—m) | 0" v \

* Histogram Equalization N

* Pixel gray value reconstruction
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Histogram Equalization Experiment Results
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B8t PG N @ . Advantage of CLAHE algorithm:
2. High color fidelity

() Original image (b) HE (c) BBHE (d) DSIHE (e) CLAHE

3. Keep details
\
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4 . m.u 4 G #“\w 4 of CLAHE
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(a) Original image  (b) HE (c) BBHE (@) DSIHE (e) CLAHE

Introduction of Wavelet transform

The wavelet transform of an image is the convolution of the rows and columns of the image with a low-pass filter

and a high-pass filter .
DWT(scale,translation) = . (O, 2/m, time) de
0
Mallat algorithm: DWT = using filters
- il
PGPS Er | co vagn rraquersy  Detail of the signal Low scale

0 b
: T
FAVAYAN

[LOCTca ot A Low Frequency Approximation of the signal High scale
R O AVAVAN
SOV
low-pass filtar ~500 DWY coefficients

Basic steps of on image denoising
* Perform DWT, obtain the corresponding coefficients C
*+ Thresholding coefficients C, obtain the estimated wavelet coefficients C*

* Perform Inverse DWT on C*

Wavelet Denoising Experiment Results

denoising
-

Retinex algorithm is used to simulate the human visual system. The theory is

based on the idea that in the case of uniform illumination, the original image S (x, 7, SR
. N L 7

¥) is the combination of the reflection component R ¢x, y) and the ill

component L (x, y).

Single-scale Retinex algorithm/SSR
Land proposed the central peripheral Retinex algorithm, which has a small number of parameters and s easy to implement. The
core idea of the algorithm based on the central peripheral function is to estimate the illuminance component with a Gaussian

kernel function.

S(xy) = R(x,y)  L(x,y)
L(x,y) = F(x,y) *S(x,y)

* represents convolution operation, which is an effective method for extracting image features; F(x, y) represents Gaussian

x2+y?

c is the Gaussian scale constant, and its function is to control the range of the neighborhood. 1 is the attribution factor, which

kernel function, the expression is:

satisfies the following formula:
I F(x, ydxdy = 1
In order to facilitate the conversion of equation to the logarithmic domain.
r(xy) =logR(x,y) = logS(x,y) — log[F (x,y) = S(x,y)]
R(x,y) = exp(r(x.y))

s(xy) (x.y) R(x.y)
Sts) Mo D[ — Flowchart of SSR |

[(E89)

Summary of SSR algorithm
Advantages:

1. Identify objects in the dark

2. Enhance image brightness

3. Improve image contrast

4. High color fidelity
Disadvantages:

1. Halo and overexposure problems

2. Lose some details

Experimental Experimental
Procedure of

WRCLAHE

Procedure of

RCLAHE

Image Fusion
Function:

Getting a new image from two or more than two images

Purpose:

Combining the advantages of multiple images

Wavelet transform-based image fusion

has been used in the experiment.

Conclusion and Total Experimental Results

WRCLAHE algorithm has shown good

(a) Original image ~ (b) SSR. (c) CLAHE (d) RCLAHE  (¢) WRCLAHE

performance in:

\” o ’.“" jt‘* + Detail reservation;
2 « Color fidelity;

(a) Original image (b SSR. (¢) CLAHE () RCLAHE  (¢) WRCLAHE ~ * Improvement of image contrast;

« Improvement of overall brightness.
‘Compared with SSR:
'WRCLAHE solve the problem of exposure

effect and color distortion which caused by the

- comparative light source in the dark image.
(a) Oniginal image (b) SSR (c) CLAHE (d) RCLAHE (e) WRCLAHE

Compared with CLAHE: The brightness and detail reservation of the processed image by WRCLAHE are much better.
Compared with RCLAHE: The color transition of the picture processed by WRCLAHE is more natural compared with
RCLAHE.

Reference

[1] Bai Huanghuang. (2017). Nighttime image defogging based on the theory of retinex and dark channel prior. Laser & Optoelectronics Progress, 54(4),
041002,

[2] R Hummel. (1975). Image Enhancement by Histogram Transformation.

[3] Artur, Bull, D. R. , Hill, P. R. , & Achim, A. M. . (2013). Automatic contrast enhancement of low-light images based on local statistics of wavelet
coefficients. Digital Signal Processing, 23(6), 1856-1866.

[4] Land, E. H. . (1978). The retinex theory of color vision. Scientific American, 237(6), 108-128

[5) Deng A, Wu Z, Yang X, et al. Image fusion algorithm based on second-generation Curvelet transformation and region matching degree (1), Computer
Science, 2012( 6) : 513 - 515.

[6] Guo, Z. Q. . (2005). Wavelet transform image fusion based on regional features. Journal of Wuhan University of Technology.

[7] Gonzalez, R. C.., & Woods, R. E. . (1980). Digital image processing. IEEE Transactions on Acoustics Speech and Signal Processing, 28(4), 484-486.



I

14-15

Food Science & Technology

REMNZSTE

Biodegradable, pH Sensitive Micelle for the Co-delivery
of Calycosin-7-O-B-D-glucoside and Cis-platin

Z.R. Mao
Supervisor: Dr. Y. Wang

ETFHAREMBRILERN £ ERZpHINR R R A F nE A aT e misix
EEE

EBESZh: FiEt

Abstract: Currently, cancer is a health problem worldwide. As
the most commonly used treatment for cancer, chemotherapy
has low drug efficiency and significant side effects which lead
to sufferings to patients due to the lack of selectivity. Targeted
drug delivery systems can effectively improve the efficiency
and reduce the side effects of drugs. It has been proven that
synergistic administration of cis-platin and calycosin-7-O-p-D-
glucoside could enhance the efficiency and reduce the side
effects of cis-platin. This project aims to develop a fully
biodegradable, pH sensitive micelle carrier based on dextran
and polylactic acid for the co-delivery of calycosin-7-O-B-D-
glucoside and cis-platin in order to further improve the
anticancer effect and reduce the side effect of cis-platin. To
prepare the micelle carrier, on one hand, the hydroxide
groups on dextran were first modified with carboxymethyl
groups, the degree of substitution (DS) was 171%. The
carboxymethyl groups were then modified with amine groups,
DS was 30%. On the other hand, polylactic acid (PLA) was
synthesized by end functionalized ring open polymerization
with aldehyde group at the end, the average molecular weight
was 10,489 Da. Dextran-poly (lactic acid) micelle was
fabricated via the generation of pH sensitive hydrazone bonds with amine groups from dextran and aldehyde groups
from PLA. The average size of micelle was 355.4 nm measured by dynamic light scattering (DLS). The formation of
hydrazone bonds enables the micelle to disassemble in acidic environments such as cancer sites and selectively
release the encapsulated cis-platin and calycosin-7-O-3-D-glucoside to achieve targeted therapy.

BE: EEAE—TEMNERROE, FROWTIENETEERERNFR, BRZERY, BT EREEBIE
AX., BRERMENAYEZRRTERRSAHFITRBAMNEIER, HRERHE, IASERRERBERENHKS
ERYRSINATHIFROEBIER. RARMERRITF AN —FENTRERE, pHEURNBERE-RIRR RS
K, IMYERFHMBERENIANMEEE, DH—PRSIVANTVERR, IHERR, —HHARELNS
SEBERMRPEEN, BAENTI% REHE—FSBRECHRPE, BRAEN0% »—HH, BIRENEW
AURSEMRIAR, HFYHFEN10489 Da, &/E, BUpHERNRRISERE LHRESRAR LNBEES
H E A RE-RILRR EE FAEACESS (DLS) MASATHI&EBIRRRTIIRIZ 355 490K, H,T%EEH/EZ{ SIZRR D]
MBI RIS, SERERNETERNHSEXREWMBERETLY), M@

Biodegradable, pH Sensitive Micelle Based on Dextran and Polylactic Acid as

Delivery System for Anticancer Drugs
Z.R.Mao”
Supervisor: Dr. Y. Wang
Food Science and Technology Program, Division of Science and Technology, BNU-HKBU United International College
* Corresponding student author. Tel: +86-13719389865, E-mail: n830013022@mail.uic.edu.cn

Abstract

Currently, cancer is a health problem worldwide. As the most commonly used treatment for cancer, chemotherapy could
lead to suffering to patients due to the low selectivity of drugs. Different kinds of drug delivery systems have been
developed in order to reduce the side effects of drugs. This project provides a new idea of drug delivery system, in which
biodegradable dextran and polylactic acid are utilized to prepare a pH sensitive nano micelle. The hydroxide groups on
dextran were first modified with carboxymethyl groups, the degree of substitution (DS) was tested to be 171%. The

carboxymethyl groups were then modified with amine groups, DS was tested to be 30%. Polylactic acid (PLA) was

hesized by end functionalized ring open p i with aldehyde group at the end. Dextran-poly (lactic acid)
micelle was fabricated via the gencration of pH sensitive hydrazone bonds between amine groups from dextran and
aldehyde groups from PLA in the mixture of water and tetrahydrofuran. The average particle size of micelle was 3554 nm
measured by dynamic light scattering (DLS). The formation of hydrazone bond ensures the sensitivity of the micelle to pH

change which could be potentially applied for selective cancer treatment

Keywords: Biodegradability, pH sensitivity, drug delivery system, micelle.

Introduction

Cancer is now the second leading cause of morbidity and mortality worldwide, which has killed about 10 million people
each year, or led to one in six deaths. Currently, among different treatments to cancer, chemotherapy is the most common
used method. However, due to the less selectiveness of chemotherapeutic drugs, they could cause damage to normal cells

while killing tumor cells, which make patients suffer from it.

To improve the efficiency of drugs, drug delivery system that based on small particles have been developed, micelle was
one of them. Micelle is kind of polymer molecule with hydrophilic and hydrophobic ends, under the influence of
intermolecular forces in aqueous solvent, the polymer molecules will gather together to form the micelles. With the
micelles, the selectiveness of drugs could be improved and the side effects could be reduced.

The purpose of this research is to take the ge of excellent b dability and bi

patibility of dextran and

polylactic acid, to synthesize a novel micelle as the platform for c drugs such as

cis-platinum and doxorubicin (DOX).
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Methods

(a) Synthesis and characterization of carboxymethyl modified dextran (CMD)
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(©) Synthesis and characterization of aldehyde end functionalized polylactic acid (PLA)

(d) Synthesis and characterization of dex-PLA micelle
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Results and Discussion
(a) Characterization of CMD

The functional groups of dextran and CMD were characterized by FT-IR and the spectra were shown in Figure 1. CMD

has two new peaks at 1585 em™ and 1719 em’?, replaced the peak at 1645 ¢cm™ in dextran. These changes in the functional
groups indicated that some hydroxyl groups in the dextran molecules have been replaced by carboxyl groups, which
confirmed the successful modification.

The molecular structure of CMD was then characterized by 'H NMR and the spectrum was shown in Figure 2. Ratio of

peak area between peak 7 and peak 1 was 1.7 : 1, this result means that there was average 1.7 carboxymethyl group on

each ring of the glucose unit, that the carboxymethyl groups were y i onto the backbone

of dextran.
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Figure 1. Infrared spectra of dextran and CMD. Figure 2. "H NMR spectrum of CMD.

(b) Characterization of dex-NH,

The functional groups of dex-NH, were identified by FT-IR spectra as shown in Figure 3. The peak at 1582 cm! in CMD,
was replaced by the two peaks at 1585 cm! and 1719 em! in dex-NH,. Changes in peaks primarily indicated the
carboxymethyl groups been replaced by amine groups afier the reaction with hydrazine hydrate.

The molecular structure of dex-NH, was then characterized by 'H NMR and the spectrum was shown in Figure 4. The peak
at 4.1 ppm represented the hydrogens at acetic acid structure and peak at 2.8 ppm region represented the amino group on the
dextran structure. This result means there was average 0.3 amine group on each ring of the glucose unit, confirming that the

amine groups were successfully incorporated onto the backbone of dextran
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Figure 3. Infrared spectra of CMD and dex-NH,. Figure 4. H NMR spectrum of dex-NIL,

(c) Characterization of PLA

The functional groups of PLA was identified by FI-IR spectra (Figure 5) and compared with the literature. The peaks at
2922em, 1747 em, 1453 em, 1381 cm™, 1180 cm, 1080 cm, and 754 cm” were corresponding to the peaks in the
reference, which indicated the successful synthesis of PLA.

The molecular structure of PLA was then characterized by 'H NMR and the spectrum was shown in Figure 6. The peak at
1.6 ppm region was due to the CH, structure and the peak at 5.2 ppm region was due to the CH structure in PLA,
respectively. The peak area ratio between CH and CH; was 1:3, which was the same with the theoretical ratio in PLA,
indicating the successful synthesis of PLA.
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Figure 5. Infrared spectrum of PLA. Tigure 6. 'H NMR spectrum of PLA.

(d) Characterization of dex-PLA micelle

‘The functional groups of micelle was first identified by FT-IR spectra as shown in Figure 7. The changes in peak at 1750cm!
represented the loss of amine groups in the structure, which indicated the formation of micelle.

‘The particle size of the micelle was measured by dynamic light scatiering (DLS) with concentration of 15 mg/mL. As shown.

in Figure 8, the average particle size of the micelles was 355.4 nm.
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Figure 7. Infrared spectra of dex-PLA micelle. Figure 8. Micelle particle size distribution.

Conclusion

In this project, dextran was modified by carboxymethyl groups and then converted to amine groups. PLA was synthesized
by polymerization of L-lactide. pH sensitive micelles were synthesized by the reaction between amine groups on dextran
and aldehyde groups on PLA. The results from FT-IR, '"H NMR and DLS proved that CMD, dex-NH,, PLA and micelle
were synthesized successfully, the average particle size of micelle was 355.4 nm. The results also proved that the synthesis

of biodegradable micelle composed with dextran and PLA was feasible. With the pH sensitive hydrazone bonds, micelles

could remain stable under normal i d and under acidic to achieve targeted drug

release for cancer therapy.
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Abstract: Coherent optical orthogonal frequency division
multiplexing (CO-OFDM) combines the advantages of
orthogonal frequency-division multiplexing, coherent detection
and optical communication technologies, which becomes a
promising technology for next-generation optical long-haul
broadband communications. It has the merits of high spectral
efficiency, receiving sensitivity and dispersion tolerance.
However, CO-OFDM has the longer symbol duration
compared to a single carrier system, that's why the coherent
optical orthogonal frequency-division multiplexing (CO-
OFDM) system is more sensitive to the linear phase noise
(LPN) than that of the single carrier system. This paper
proposes to compensate the LPN in a real-time and dynamic
manner based on the extended Kalman-particle filter (EKPF).
The phase noise estimation performance converge to the
steady state by utilizing a pilot OFDM symbol, and then
decision feedback algorithm is applied for further estimation
and detection. Simulations are carried out through the
dynamic tracking error and BER performance comparison
with the conventional Bayesian filters in a 16-QAM 100 Gbps
CO-OFDM system. Simulations results show that the
proposed algorithm can achieve more accurate phase estimation and BER performance compared to the conventional
Bayesian filters. So, EKPF combines the advantages of EKF and PF, which can provide an accurate estimate of time-
domain phase noise with only a small number of particles.
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/ Introduction N\

4 Coherent optical orthogonal frequency division multiplexing (CO-
OFDM) is a promising technology for next-generation optical long-
haul broadband communications.

© CO-OFDM has the longet symbol duration, that's why it is sensitive
to linear phase noise (LPN)

# To estimate and compensate the LPN dynamically and accurately,
we propose a phase noise compensation scheme by extended

Kalman-particle filter (EKPF) in the time domain.

On =6p_1+vn1 y,=se " +w,

® B, is the LPN which is commonly modelled as a Wiener process.

® Vn—1is the increment between two adjacent sampling points in
the phase noise, which obeys that v, ~ N(0,Q,), Q,, = 2rAvt
where Ay is the combined laser linewidth (CLW) and ¢ is the
OFDM sample time interval.

® Whnyis the complex AWGN where w,, ~ N (0, Ry,).

® Ynis the n transmitted and received OFDM sample in the time
domain.

 Extended Kalman-Particle Filter Algorithm |
ES S =] =]

- L
= 3l = ]
= =

Clock diagram of phase noise estimation and compensation based on EKPF. /

\Block diagram of decision compensation process.

Oin = fin-1(0in-1,Vin-1) = 91,@6—1 +Vin-1
Yin = hi,n(ei,n;wi,n) = Si,ne_'] B4 Wiy
® 4 represents the i - th particle and we have i = 1,2, ..., I.
@ [ is the particle number.
L] Gimis the phase noise at time n and particle; .

®w; , noises' pdfs and variances are both known.
Ql/i,n_moises' pdfs and variances are both known.

4 To derive the proposed EKPF algorithm, we combine the EKF
and PF together.

Algorithm 1 EKPF Algorithm

N

1: function EKPF (True phase, Obseryalue, Phase nitial)
2 for cach i € [1,1] do
3 Generate the particles 6]o(i = 1...., I) with only a loop
(to store)
4 end for
for A doll n such that n € [2, N]
6 Sample from prior p(f|y,)
Calculate the value of the sampled particles y;
8 Start EKF process and Generate Kalman filter gain K, ,
9 Calculate the weight of each particle; 6, after EKF

10 Normalized to get g,
u for cach i € [1.1] do

12, resample particles 0, ,,

Forn=1,2,.--- N

a. Perform the symbol propagation step to obtain a priori particles 0,—7 -
using the known process equation and the known pdf of the
process noise:

gi_,n = 02—71_1 + Vi,n—l(n =1, ---7N)

pz'n = Fi,"—l‘IDiTn—lFii,nn—l + Qn-1
of
6105
b. Update the priori particles and covariances to obtain a posteriori 9{, n
particles and covariances:
. —70;
Hi,n = —J18i,n€ Iin
K = P, H], (Hin P HY + Ry) ™
gxn = 0;17. + Ki,"[yn - y(g:,n)]
+ — —
F; n (I - Ki»nHiﬂl)Pi n

, i
c. Compute the relative likelihood ¢: of each particle ej:nconditioned
on the measurement ¥x. It is done by evaluating the pdf p(y.|0;,,)
on the basis of the nonlinear measurement equation and the pdf of
the measurement noise.
d. Scale the relative likelihoods obtained in the previous step as
follows: qi

i = =T
Zk=1 Gk
. Calculate the updated mean and variances i, and 33,,. Generate
the set of posteriori particles 9;{; ~ N(pin, Ep)and update the
covariance G; on the basis of the relative IikelihoodsPi*;1 .
f. We get a set of particles 6’7_v+ , that are distributed according to the
pdf p(0,|y,) and covariances P}’ .

F‘i,nfl =

—TURE Phase Noise, CLW=1000kH.
06| | —EKPF Phase Noise, CLW=1000ki1z
—PF Phase Noise, CLW=1000kHz 107}

CLW=0kHz I
EKPF Phase Noise, CLW-0kHz
PF Phase Noise, CLW=0kIHy.

~+~CLW=10kHz

~-CLW=200 kHz| |
~-CLW=500 kHz.
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Phase noise tracking performance at 25 dB SNR with 100 particles. BER versus SNR with 100 particles.
10"
\ SNR=0 dB.
100 particle number 100 \ + SNR=15 dB|
particle number 1000 10" SNR=25 dB

particle number 5000

13 end for
14 end for
15: end function

0 500 100 150 200 250 o 50 100 1500 200 250
Sample Index Sample Index
MSE vs. particle number at 25 dB SNR and CLW of 10 kHz. ~ MSE vs. SNR with 100 particles and CLW of 100 kHz

4 This research proposes an EKPF-based phase noise track@
algorithm for CO-OFDM systems.

4 This approach combines the advantages of EKF and PF, which
can provide an accurate estimate of time-domain phase noise
with only a small number of particles.

# The use of PF improves the accuracy of EKF and EKF improves
the stability of PF, so the combination of the two approaches can
achieve better estimation performance of the phase noise.

4 Simulation results verify the superior performance of the proposed
EKPF algorithm with respect to accuracy and efficiency

compared with the conventional SIR particle filter.
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thinking mode, patient teaching spirit and a working style of excellence. These are the abilities and qualities that | admire. Thanks to Dr.Du for

\

J




18-19

The Organizing Committee of the 10th Science & Technology Poster Presentation

FTREINNFHESREEEERS

Chairman: Dr. Alan Wai-Lun LAl (Programme Director of Applied Psychology)
R REBELT (NAOEBFEEWREEME)

Secretary: Ms. Sherry Yuemei MO
W BRIERL

Members of Organizing Committee: (Alphabetic order by Last Name without particular order)

EERRSAR: (UERFEHF, HFEADERE)

+ Dr. AM. Elsawah (Statistics)
AM. Elsawahfd@® (ZitZE& )

« Dr. Jefferson Fong (Computer Science and Technology)
BFREL GHENRIZESRALZ)

« Dr. Rui Meng (Data Science)
HRELT FEUERIZEEW)

+ Dr. Xucheng Meng (Applied Mathematics)
SITRIE LT (RAHEFE)

« Dr. Ya Wang (Food Science and Technology)

FiEtL (ARRF5IREW)

Dr. Zijian Wang (Environmental Science)

FFEEL HFERZEZR)

« Dr. Tianhao Zhi (Financial Mathematics)
BRIEELT (REFE)

Administrative and logistic support: Ms. Grace Huimin CHEN, Mr. Jack Eryuan XIAO,
Ms. Alice Lisi FENG, Ms. Mary Qunying LIN, Ms. Yang LI
THREHIE. FESZT. BIAYE. Bt Mt t. =it

Acknowledgements:

The organizing committee would like to acknowledge and appreciate the financial support from BNU-HKBU United
International College Division of Science and Technology (DST), great efforts given by all the judges and generous help from
all participating Alumni and other involved staff members of DST, ECDO, ITSC, MPRO and AO.

BIREEERRA USRS ILRIDERZ-BEBEREARFHRAERARETIRRFE (DST) NBREF, SMHHROFEEN
t, URS5EDIABERASDST. ECDO. ITSC. MPROFIAOHIMER TIEA RFTRHIVTFATE B,

Published by
BNU-HKBU United International College
22 April, 2022

The Judging Pannel of the 10th Science & Technology Poster Presentation

FTREIMRFIASEERFAZRS

Head Judge: Prof. Jianhui LI, Prof. Weiwei SUN, Prof. Qingguo WANG
BEEY: SRR, IVEHAEER, TREHER
Chief Consultant: Prof. Weiwei SUN
SR IMEAEHIR
Invited External Judges: (Alphabetic order by Last Name without particular order)
ZBERONEH: (UERFEHF, HFEAD%E)
+ Dr. Lei Pang (ZUGO Intelligent Technology Co., Ltd, CTO)
EEELT CRESEERRERAE, BRERAER)
« Dr. Kai Wang (Associate professor of Cognitive neuroscience, South China Normal University)
FHEHEE (EFRITEXFNNBERFRIHIR)
« Prof. Mingfu Wang (Institute for Advanced Study, Shenzhen University)
FHEHER (RIXESSFHRBRER)
« Prof. Lihua Yang (Associate Professor at Marine Science Department of SYSU)
MIEHR (PUREESFRZEZRBIZR)
« Dr. Libin Zheng (Associate Professor of School of Artificial Intelligence, Sun YAT-SEN University)
MIWEIEE (PLURZATEEZREIEIR)
+ Ms. Xueying Zou (Zhuhai Institute of Advanced Technology Chinese Academy of Sciences, Investment Analyst)

PE=LLT FREPREHEARRGRELER)

Internal Judges: (Alphabetic order by Last Name without particular order)

RAZH: (UWERFEHE, HFEAD%E)
« Dr. Xiaofeng Cai (Assistant Professor of Applied Mathematics Programme, UIC)
EERIEE T (BRIRHF N BT E L BNIEHIE)

+ Dr. Meng He (DBM, Assistant professor of Accounting)
AEEL (IHERZRSITZLWHERR)

+ Mr. LAM Mo, Brian (Lecturer, Accounting program, Division of Business Management)
MELE (IHEEZRSITET WD)

« Mr. Tian Tang (Lecturer of Data Science Programme, UIC)
FEXREE (BIRRFEHURRE S XEUBR AT I#HIH)

« Dr. May Wang (DBM, Associate Professor, PD of MMGT)
FEELT (THERFSIRIZE. FESEERRETT)

+ Dr. Chiu Fai Wong (Assistant Professor of Financial Mathematics Programme, UIC)
FEEET (ETRARFSSRET VENEHER)

« Dr. Eason Xun Li (Assistant Professor of Environmental Science Programme, UIC)
FRELT (BIRRFIHEREZTENIRHEE)

+ Dr. Pengfei Zhao (Assistant Professor of Financial Mathematics Programme, UIC)
S ET (ETRRZFHSRIEF T BIBER)



	页 1
	页 2
	页 3
	页 4
	页 5
	页 6
	页 7
	页 8
	页 9
	页 10

